Phase synchronization in two coupled chaotic neurons
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Abstract

Chaotically-spiking dynamics of Hindmarsh–Rose neurons are discussed based on a flexible definition of phase for chaotic flow. The phase synchronization of two coupled chaotic neurons is in fact the spike synchronization. As a multiple time-scale model, the coupled HR neurons have quite different behaviors from the Rössler oscillators only having single time-scale mechanism. Using such a multiple time-scale model, the phase function can detect synchronization dynamics that cannot be distinguished by cross-correlation. Moreover, simulation results show that the Lyapunov exponents cannot be used as a definite criterion for the occurrence of chaotic phase synchronization for such a system. Evaluation of the phase function shows its utility in analyzing nonlinear neural systems. © 1999 Published by Elsevier Science B.V. All rights reserved.
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1. Introduction

Cooperative behavior is a major focus of study in neuronal systems. The selective synchronization of neural activity has been suggested as a mechanism for binding spatially distributed features into a coherent object [1–3] and too much synchrony may cause dynamical diseases, such as in epilepsy [4,5]. For a periodic neuronal system with the concept of phase, different aspects of coherence, such as phase synchronization, phase-locking, frequency-locking behaviors have been discussed in detail [6]. For coupled chaotic neuronal oscillators, synchronization behavior is detected with the cross-correlation function [1–3]. Recently, the concept of phase, as well as phase synchronization, has been generalized to the study of chaotic oscillators [7–12]. Phase synchronization has been observed in nonlinear neural, cardiac and ecological systems [13–17]. The oscillations between respiratory and cardiac rhythms [14] or between brain activity and the signals from the flexor muscle [15] show the behavior of phase synchronization. The subthreshold chaotic oscillation of electrically-coupled inferior olivary neurons in vitro has also been studied in the view of phase synchronization [16]. Phase synchronization may play an important role in revealing communication pathways in brain [18].

Due to the potential application of phase synchronization in the brain, it is important to study the characteristics of phase dynamics in the neural sys-
em in detail. A flexible definition of phase is presented in Section 2 to analyze the phase of a Hindmarsh–Rose (HR) neuron model [19]. Numerical simulation shows that the interspike interval histogram (ISIH) of the chaotic spikes can be approximately obtained using phase analysis. The simplest synchronizing system is two coupled neurons. Although the synchronization behavior in such a system has been discussed widely [6,20–22], its chaotic dynamics are reconsidered in Section 3 of this Letter in view of phase synchronization. Here we only consider 1:1 phase synchronization [7]. Phase synchronization was first discussed for coupled Rossler–Ètcher oscillators, the occurrence of phase synchronization corresponds to a decrease in the number of positive Lyapunov exponents [7,9]. However, our considerations of phase synchronization in coupled HR neurons exhibit different synchronizing behaviors from the Rossler oscillators. For coupled Rossler oscillators, the occurrence of phase synchronization corresponds to a decrease in the number of positive Lyapunov exponents [7,9]. However, our simulation shows that Lyapunov exponents in general cannot be used as a criterion for phase synchronization. With the increase of coupling, the synchronization transition in coupled HR neurons goes from burst synchronization to phase synchronization and then toward full synchronization. Synchronization in nonlinear systems is traditionally discussed with cross-correlation [1–3]. To discuss synchronization behavior with phase analysis or cross-correlation, a basic problem which has heretofore been seldom discussed is to determine what different synchronization states they can detect. In Section 4, we show that the phase function can provide a different means to classify synchronization state and detect behaviors that cannot be distinguished by cross-correlation. It also provides different information from other forms of chaotic analysis [24].

2. Phase of chaotic neuron

The phase of a chaotic trajectory can be defined with the Hilbert transform [7]. With such a definition, the phase is globally determined by the whole time series of the signal, rather than the state at a certain point. To give a local definition, the phase can be defined as the angle between the projection of the phase point on the plane and a given direction on the plane [8–11]. The phase can also be defined in the tangent space of the chaotic trajectory [12]. Here, a flexible local definition of phase is proposed. In the chaotic system $\mathbf{x} = F(\mathbf{x})$ for two variables of interest $\mathbf{s}_1(t)$ and $\mathbf{s}_2(t)$, which are arbitrary combinations of the state $\mathbf{x}$, i.e., $\mathbf{s}_1(t) = \mathbf{s}_1(\mathbf{x}, \mathbf{x}, \mathbf{x}, \cdots)$ and $\mathbf{s}_2(t) = \mathbf{s}_2(\mathbf{x}, \mathbf{x}, \mathbf{x}, \cdots)$, suppose that the attractor in $\mathbf{s}_1$ plane has only one rotation center. The phase of the system can be defined as:

$$\phi(t) = \arctan\frac{s_1(t) - s_{1c}}{s_2(t) - s_{2c}}. \tag{1}$$

where the point $(s_{1c}, s_{2c})$ is within the rotation center. Phases defined in Refs. [8–12] are the special cases of Eq. (1). If the rotation is around the origin, the point $(s_{1c}, s_{2c})$ is often selected to be $(0,0)$ [8,9]. The phase $\phi(t)$ is defined on the whole real line, rather than on the circle $[−\pi, \pi]$ [7]. Because in a typical neural experiment the only observable signal is the membrane action potential $V(t)$, the signals $s_1$ and $s_2$ must be generated from $V(t)$. Therefore, a simple possible phase definition can be presented in the planes of $V(t)–V(t−\tau)$ [16], $\dot{V}(t)−\dot{V}(t−\tau)$, $V(t)–V(t)$, or $\ddot{V}(t)−\ddot{V}(t)$. For the first two cases, the time-delay reconstruction is required. The definition of phase in Eq. (1) is flexible because, for a complex system, it permits us to choose a suitable candidate plane in which the attractor has a single rotation center.

Now consider a HR neuron model [19] which is given in Eq. (2) with three variables $(x, y, z)$ and coupling $\varepsilon = 0$.

$$\begin{align*}
\dot{x}_1 &= y_1 - ax_1^3 + bx_1^2 - z_1 + I - \varepsilon(x_1 - x_2), \\
\dot{y}_1 &= c - dx_1^2 - y_1, \\
\dot{z}_1 &= r[S(x_1 + x_1) + z_1]. \tag{2}
\end{align*}$$

$$\begin{align*}
\dot{x}_2 &= y_2 - ax_2^3 + bx_2^2 - z_2 + I - \varepsilon(x_2 - x_1), \\
\dot{y}_2 &= c - dx_2^2 - y_2, \\
\dot{z}_2 &= r[S(x_2 + x_2) + z_2]. \tag{3}
\end{align*}$$
The HR neuron is widely investigated as a simple model of nonlinear neurons [22,25]. Each neuron is characterized by three time-dependent variables: the membrane potential $x$, the recovery variable $y$, and a slow adaptation current $z$. The external input is given by $I$. In the simulation, let $a = 1.0$, $b = 3.0$, $c = 1.0$, $d = 5.0$, $s = 4.0$, $r = 0.006$, $\chi = 1.56$ and $I = 3.0$. Because the HR neuronal model has multiple time-scale dynamics [23], the burst of action potentials often consists of a group of spikes on a slow depolarizing wave. Numerical simulation shows that the neuron is chaotic with maximum Lyapunov exponent 0.01. Unlike the Lorenz oscillator with two rotation centers [10,11], the trajectory in the $x$–$z$ plane, as shown in Fig. 1(a), consists of infinite rotation centers. The attractors in different planes containing $x$ are given in Fig. 1(b–d). It can be seen that the attractor has a single rotation center in the $x(t)–x(t - \tau)$, $\dot{x}(t)–\dot{x}(t - \tau)$ and the $\dot{x}(t)–\dot{x}(t)$ plane. The attractor in the $x(t)–x(t - \tau)$ plane has a tail due to the slow depolarizing wave. The phases of the chaotic attractor in these planes are given in Fig. 2(a) with time from 0 to 300. The corresponding membrane potential of the neuron is given in Fig. 2(b). Except for the initial phases, these three definitions of phase lead to nearly identical results. The phase of neuron changes fast when the neuron spikes; otherwise, the phase changes slowly. When a spike occurs, the phase increases by a value of $2\pi$.

It is known that neuronal information is mainly transmitted using a code based on the time intervals between neuronal firings rather than the spiking amplitude [26]. Thus, an important concept in sensory information is the ISIH, which is calculated from the successive spiking peaks of the membrane potential. Using the phase variable, one can define a time interval between phases with $2\pi$-jump. Unlike ISIH, $2\pi$-phase interval is not directly related to the amplitude of the action potential. For a periodic trajectory the two definitions of time intervals give the same results, while for a chaotic trajectory they cannot give the exactly same results. For example, the phase differences between successive spikes of A and B, or B and C in Fig. 3 are 6.31 and 6.24, respectively, which differ slightly from $2\pi$ with the error 0.7%. However, Fig. 3 show that the ISIH and the $2\pi$-phase interval histogram ($2\pi$-PIH) both give a similar distribution in the interval histogram. The similarity between ISIH and $2\pi$-PIH suggests that the interval...
histogram of the chaotic dynamics can be discussed with the continuous variable of phase.

3. Phase synchronization of two coupled neurons

To examine phase synchronization, we modulate the excitatory coupling parameter $\varepsilon$ in Eq. (2) and Eq. (3). Phase synchronization occurs when the phases of two oscillators have the continual relationship $\phi_1(t) = \phi_2(t)$ with time [7,8]. As discussed above, only when a spike occurs, the phase increases by a value of $2\pi$. Thus phase synchronization means that the two neurons always generate spikes almost simultaneously. So phase synchronization is spike synchronization. This result agrees with the definition of phase synchronization in periodic neuronal systems [6]. With the knowledge of phase $\phi(t)$, the frequency $\omega(t) = \dot{\phi}(t)$ and the mean frequency $\Omega = \langle \dot{\phi} \rangle = \lim_{T \to \infty} \langle \phi(T) - \phi(0) \rangle / T$ can be defined [8]. Thus, for the coupled systems, weak phase synchronization, i.e., frequency-locking state for $\Delta \Omega = \Omega_1 - \Omega_2 \to 0$, is defined [8]. Frequency-locking behavior means that the two coupled neurons have the same average spiking frequency.

Suppose the two neurons discussed here are slightly different with $\chi_1 = 1.56$ and $\chi_2 = 1.57$ respectively. Simulation results show that when the coupling $0 \leq \varepsilon \leq 0.1$ or $\varepsilon \geq 0.3$, an attractor with a single rotation center can be observed in the $\dot{x}(t) - \dot{x}(t - \tau)$ plane and thus the phase can be defined for both neurons. In the following simulation, we only discuss the phase of the attractor in the $\dot{x}(t) - \dot{x}(t - \tau)$ plane with time delay $\tau = 0.5$ and the center point $(-0.1, 0)$. Without coupling, the mean frequencies of two neurons are 0.187 and 0.182, respectively.

Some statistical properties of the two coupled neurons versus the electric coupling $\varepsilon$ are given in Fig. 4 with $0.3 < \varepsilon < 0.7$. The plot of the difference $\Delta \Omega$ of the mean frequencies versus $\varepsilon$ is shown in Fig. 4(a). Fig. 4(b) gives the maximum value

![Fig. 3. Interspike interval histogram (ISH) (a) and the 2π-phase interval histogram (2π-PIH) (b) of the chaotic HR neuron.](image1)

![Fig. 4. Some statistical properties of the two coupled model versus the electric coupling $\varepsilon$. (a) The difference of the mean frequencies between two neurons; (b) The maximum absolute difference of two phases. The dotted horizontal line is for the value of $2\pi$. (c) The maximum absolute difference of two potential trajectories. The dotted horizontal line is for the value of 0.1. (d) The four largest Lyapunov exponents of the coupled system; and (e) the cross-correlation $\xi(0)$ at $\tau = 0$. The dotted vertical line P is for $\varepsilon = 0.45$, i.e., the transition point of phase synchronization; the dotted vertical line C is for $\varepsilon = 0.47$, i.e., the transition point of nearly full synchronization. The simulation results are obtained with time from 1000 to 4000 after the transient process of time from 0 to 1000.](image2)
\[ |\Delta \phi(t)|_{\text{max}} \] of the absolute phase difference \[|\phi_1(t) - \phi_2(t)|\]. Simulation results show that \( \Delta \Omega < 0.0001 \) and \( |\Delta \phi(t)|_{\text{max}} < 2\pi \) occur typically in the region of \( \varepsilon > 0.45 \). The relation of \( |\Delta \phi|_{\text{max}} < 2\pi \) means that, when there is a spike in one neuron, a corresponding spike is being instantaneously excited in the other neuron. Thus, the phases of two neurons are synchronizing in the region of \( \varepsilon > 0.45 \). The maximum value \( |\Delta x(t)|_{\text{max}} \) is plotted in Fig. 4(c).

Due to the slight differences in the two neurons, their trajectories cannot be identical no matter what value the coupling is. However, Fig. 4(c) shows that in the region of \( \varepsilon > 0.57 \) the value of \( |\Delta x|_{\text{max}} \) is typically smaller than 0.1. Here the value 0.1 is quite smaller than the typical scale of the HR neuron attractor that is about 3.6. Therefore, Fig. 4(c) suggests that the amplitudes of two neuron potentials are strongly correlated in the region of \( \varepsilon > 0.57 \) and so the two coupled neurons in such a region are here termed as nearly full synchronization. In the region of \( 0.45 < \varepsilon < 0.57 \), the two neurons are typically characterized as phase synchronization, meaning that the phases of two neurons are strongly correlated but the amplitudes of their potentials are weakly correlated.

An intermittent behavior between frequency-locking and non-frequency-locking is typically found in parameter space for \( 0.3 < \varepsilon < 0.45 \). Such an intermittence is also found for \( 0 < \varepsilon < 0.1 \). It has been shown that the frequency-locking behavior for Rössler or Lorenz systems is related to a decrease of the number of positive Lyapunov exponents [7,9,12]. Unlike those systems, our simulation shows that there is not such a relationship for coupled HR oscillators. Without coupling, both oscillators have a positive, a negative and a zero exponent. As the coupling strength increases to 0.08, two zero exponents become negative and one of the positive exponents becomes zero. The plots of the four largest Lyapunov exponents versus \( \varepsilon \) are calculated in Fig. 4(d) with \( 0.3 < \varepsilon < 0.7 \). In fact, in the region of \( \varepsilon > 0.08 \), all signs of six Lyapunov exponents of the system remain unchanged: one positive, one zero, and four negative. This observation indicates that Lyapunov exponents in general cannot be used as the definite criterion for frequency-locking synchronization.

Now we discuss four examples in detail with the coupling \( \varepsilon = 0.60, 0.46, 0.353 \) and 0.35, each as an example of nearly full synchronization, phase synchronization, frequency-locking state and non-frequency-locking state, respectively. Their trajectories in the \( x_1-x_2 \) plane are drawn in Fig. 5, which can show the correlativity between potentials of \( x_1 \) and \( x_2 \). The plots of phase difference \( \Delta \phi(t) = \phi_1(t) - \phi_2(t) \) versus time \( t \) are given in Fig. 6(a), which show the correlativity between phases of \( \phi_1 \) and \( \phi_2 \).

For \( \varepsilon = 0.60 \), the phases of the two neurons closely approach each other with time and the trajectory in the \( x_1-x_2 \) plane is in a small-\( \delta \) neighborhood of subspace with \( \delta = 0.09 \). Thus, the two neurons are in nearly full synchronization state. For \( \varepsilon = 0.46 \), the two phases are also quite close to each other with time, while a little weaker correlation between the amplitudes of potentials \( x_1 \) and \( x_2 \) can be seen from Fig. 5(b). As a result, it is characterized as phase synchronization. With \( \varepsilon = 0.353 \), the two neurons are frequency-locked with quite weak amplitude correlation. As shown in Fig. 6(a) with the gray dotted line, at times the phase differences are about zero, at times they are about \( 2\pi \). For some small time intervals the phase difference can be as large as \( 4\pi \). These observations mean that at times two coupled neurons generate spikes instantaneously, at times one neuron can spike 1 or 2 more spikes than the other one. So, the frequency-locking state between two...
Fig. 6. Plots of (a) the phase difference between two HR neurons versus time $t$ from 0 to 3000 and (b) the cross-correlation of two trajectories versus time shift $\tau$ from 0 to 100 with $\epsilon = 0.6$, 0.46, 0.353 and 0.35. In (a), the absolute phase differences for $\epsilon = 0.6$ versus $\epsilon$ are always smaller than 0.16. So the curve of $\epsilon = 0.6$ is typically covered by the curve of $\epsilon = 0.46$.

Coupled neurons can be viewed as an intermittent phase synchronization. A non-frequency-locking example is given with $\epsilon = 0.35$. Because the mean frequencies of the two neurons are different, their phase difference increases linearly with time, i.e., $\Delta \phi(t) = 1.6 \times 10^{-2} t$, as given in Fig. 6(a) with the gray line. For the couplings of $\epsilon = 0.353$ and 0.35, Fig. 6(a) shows two typical phase jumps. The first one is the $2\pi$-step of phase difference, meaning that one neuron fires alone. Such a $2\pi$-jump is also observed in coupled Rössler or Lorenz oscillators [11]. The second jump is the $\alpha \cdot 2\pi$-impulse with $\alpha \leq 1.0$, which occurs when one neuron fires first and the other is driven to spike after a short time lag.

4. Phase function and cross-correlation

The cross-correlation function $\xi(t)$

$$\xi(t) = \frac{\langle x_1(t) x_2(t + \tau) \rangle}{\left( \langle x_1^2(t) \rangle \langle x_2^2(t) \rangle \right)^{1/2}}$$

versus time shift $\tau$ is plotted in Fig. 6(b) for the four examples above. A sharp peak at $\tau = 0$ for $\xi(t)$ is obtained for each example. In fact, simulation results show that a sharp peak at $\tau = 0$ with $\xi(0) > 0.94$ can be observed for coupled HR neurons with $\epsilon > 0.3$, as given in Fig. 4(e). So, viewed from the cross-correlation, the coupled neurons are all characterized as synchronization states in the region of $0.3 < \epsilon < 0.7$. However, it seems that Fig. 5(c&d) strongly suggest that the potentials of two neurons are weakly correlated, rather than synchronization. Here we show that these different observations are original to the multiple time-scale dynamics of HR neuron.

With multiple time-scale dynamics, the HR neuron has a fast mechanism which is related to the spike process and a slow mechanism which is related to the burst process [23]. For two coupled HR neurons, the burst synchronization is first observed. With a stronger coupling, the spike synchronization can occur. Fig. 7(a) gives the trajectories of two neurons with $\epsilon = 0.35$. For this example, simulation results show that the average time interval of a rest state (typically with $-1.8 < x < -0.9$) is about 85 and the average time interval of a burst state (typically with $-0.9 < x < 1.8$) is about 80. Each burst consists of an average of 8 spikes. For $x > -0.5$, a spike only lasts for a time interval of 4. These values suggest that the trajectory spends most of time (about $1 - (4 \times 8) / (85 + 80) \approx 81\%$) in the region of $-1.8 < x < -0.5$ that is related to the non-spike states.
Thus, once the burst synchronization occurs, the value of $\xi(0)$ will approach to 1. For this example $\xi(0) = 0.96$ is obtained. This discussion shows that, for HR neurons, the cross-correlation primarily captures the burst synchronization. As a result, Fig. 4(e) indicates that the coupled neurons in the region of $0.3 < \epsilon < 0.7$ are all in burst synchronization.

In burst synchronization state, the trajectories of two neurons in the $x_1-x_2$ plane should approach the diagonal line $x_1 = x_2$ in the non-spike region $x_1, x_2 < -0.5$. This can be confirmed by Fig. 5. However, Fig. 7(b & c) also shows that, because a spike is very fast, even a short time-lag between two neurons (e.g. $\Delta t > 2.0$). Thus, large deviations from the diagonal line $x_1 = x_2$ are observed in Fig. 5(b, c & d) in the spike region $x_1, x_2 > -0.5$, because of the weak correlativity of spikes between two neurons.

So, for coupled HR neurons the phase synchronization occurs when cross-correlation is large. As discussed, this is because HR neuron is a multiple time-scale system. Unlike the HR neuron, the R"{o}ssler oscillator has a single time-scale mechanism. Simulation results show that for coupled R"{o}ssler oscillators phase synchronization occurs when cross-correlation is small. For coupled R"{o}ssler oscillators given by Eq. (3) in Ref. [7], a transition between frequency-locking and non-frequency-locking states occurs around the coupling $C \approx 0.028$ [7,12], as given in Fig. 8(a). The cross-correlation $\xi(0)$ between $x_1$ and $x_2$ without any time-lag versus the coupling $C$ is calculated in Fig. 8(b). It is shown that $\xi(0) < 0.3$ for $C < 0.03$.

Any similarity between two trajectories can translate to a peak in cross-correlation. The sharp peak at $\tau = 0$ with $\xi(0) > 0.94$ for coupled HR neurons with $\epsilon > 0.3$ indicates that such a similarity has no time lag. So, lag synchronization [9] does not occur in coupled HR neurons. It has been shown that with the increase of coupling, the synchronization transition in two coupled R"{o}ssler oscillators is from phase synchronization to lag synchronization to nearly full synchronization [9]. Our simulation shows that HR neurons follow a different transition route, i.e., from burst synchronization to phase synchronization to nearly full synchronization. Due to the presence of burst synchronization in HR neurons, lag synchronization does not occur in the transition from phase synchronization to nearly full synchronization.

Fig. 4(e) shows that there is a transition point at $\epsilon = 0.47$ for cross-correlation. This transition should be related to the occurrence of spike synchronization. But such a transition point is different from the transition point of phase synchronization, i.e. $\epsilon = 0.45$. Similar, Fig. 8(b) shows that a transition point given by cross-correlation is at $C \approx 0.027$, rather than 0.028. Around $\epsilon = 0.47$ for coupled HR neurons or $C = 0.027$ for coupled R"{o}ssler oscillators, there is a transition of synchronization, which is detectable by both phase function and cross-correlation. In general, the cross correlation strongly depends on the amplitude of trajectory, while the phase function largely ignores amplitude information. Therefore, they provide different means to classify synchronization states and give different transition results.

From Fig. 6(b), one can also see that the cross-correlation functions for $\epsilon = 0.35$, 0.353 and 0.45 are quite similar. However, viewed using the phase function, they exhibit quite different behaviors. For coupling HR neurons having burst and spike dynamics, the cross-correlation primarily captures burst synchronization, while the phase function concentrates solely on the spike state. For two burst-synchronized neurons, their spikes can be weakly correlated, have the same average frequency, or be strongly correlated. Thus, for different coupled HR...
systems, although their cross-correlations may be indistinguishable, their phase analysis can be quite different.

In Ref. [24] a phenomenon of synchronization of the mean frequencies of switching in coupled chaotic bistable Lorenz oscillators has been discussed. The chaotic Lorenz system is considered a bistable system. Being a bistable system, it is then possible to define the mean frequency of transitions from one state to another and also the mean frequency of switching. The synchronization of the mean frequencies of switching means that with a large coupling the mean frequencies of switching of two Lorenz oscillators can approach each other. For an excitable neuron, two typical states, i.e., a rest state and an exciting state, can be distinguished, and then the synchronization of mean frequencies of switching can be discussed. However, unlike the bistable process, the phase function is typically defined for the attractor that has a single rotation center. For HR neuron, the phase function concentrates solely on the fast spikes, rather than the exciting state which consists of the burst and spike states. So it can be expected that the phase function and mean frequency of switching define the different synchronization states.

5. Conclusions

In summary, the spiking dynamics of chaotic excitable HR neurons as an example of multiple time-scale dynamics are discussed based on a flexible definition of phase for chaotic flow. When a spike occurs, the phase of the neuron increases by a value of $2\pi$. The ISIH of the chaotic neuron can be approximated by the 2$\pi$-PIH. For two coupled chaotic HR neurons, the phase synchronization is in fact the spike synchronization. As a multiple time-scale model, the coupled HR neurons have quite different behaviors from the single time-scale Rössler oscillators. We show that for such a coupled system the Lyapunov exponents cannot be used as a definite criterion for the occurrence of frequency-locking synchronization, and with the increase of coupling two slightly different HR neurons evolve from burst synchronization to phase synchronization and finally toward to full synchronization. Compared to the cross-correlation, the phase function classifies synchronization states by different means. For multiple time-scale HR neurons, cross-correlation primarily captures burst synchronization, while the phase function mainly concentrates on the spike synchronization. Furthermore, the phase function can detect behaviors that cannot be distinguished by cross-correlation. Therefore, our research suggests that the phase function is a useful nonlinear dynamical tool providing information relating to the ISIH and spike synchronization of neural systems.
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